CHAPTER ONE
INTRODUCTION TO NEURAL NETWORKS
1.1 Overview

This chapter intended to act a brief introduction to Artificial Neural Network technology and what Artificial Neural Networks are, how to use them, why they are important and who should know about Neural Networks. And will explain where Artificial Neural Networks have come from and presents a brief history of Neural Networks. Also this chapter discusses how they are currently being applied, and what types of application are currently utilizing the different structures. It will also detail why there has been such a large amount of interest generated in this are, and where the future of this technology may lie. 
1.2 Artificial Neural Networks
Artificial Neural Networks are being touted as the wave of the future in computing. They are indeed self learning mechanisms which don't require the traditional skills of a programmer. But unfortunately, misconceptions have arisen. Writers have hyped that these neuron-inspired processors can do almost anything. These exaggerations have created disappointments for some potential users who have tried, and failed, to solve their problems with neural networks. These application builders have often come to the conclusion that neural networks are complicated and confusing.

Unfortunately, that confusion has come from the industry itself. An avalanche of articles has appeared touting a large assortment of different neural networks, all with unique claims and specific examples. Currently, only a few of these neuron-based structures, paradigms actually, are being used commercially. One particular structure, the feedforward, backpropagation network, is by far and away the most popular. Most of the other neural network structures represent models for "thinking" that are still being evolved in the laboratories. Yet, all of these networks are simply tools and as such the only real demand they make is that they require the network architect to learn how to use them.
1.3 Definition of a Neural Network
Neural networks have a large appeal to many researchers due to their great closeness to the structure of the brain, a characteristic not shared by more traditional systems.

In an analogy to the brain, an entity made up of interconnected neurons, neural networks are made up of interconnected processing elements called units, which respond in parallel to a set of input signals given to each. The unit is the equivalent of its brain counterpart, the neuron. 

A neural network consists of four main parts:

1. Processing units, where each unit has a certain activation level at any point in time.

2. Weighted interconnections between the various processing units which determine how the activation of one unit leads to input for another unit.

3. An activation rule which acts on the set of input signals at a unit to produce a new output signal, or activation.

4. Optionally, a learning rule that specifies how to adjust the weights for a given input/output pair.

One of the most important features of a neural network is its ability to adapt to new environments. Therefore, learning algorithms are critical to the study of neural networks.

1.4 History of Neural Networks
The study of the human brain is thousands of years old. With the advent of modern electronics, it was only natural to try to harness this thinking process.
The history of neural networks can be traced back to the work of trying to model the neuron. The first model of a neuron was by physiologists, McCulloch and Pitts (1943) [1]. The model they created had two inputs and a single output. McCulloch and Pitts noted that a neuron would not activate if only one of the inputs was active. The weights for each input were equal, and the output was binary. Until the inputs summed up to a certain threshold level, the output would remain zero. The McCulloch and Pitts' neuron has become known today as a logic circuit.
The perceptron was developed as the next model of the neuron by Rosenblatt (1958) [2], as seen in Figure 1.2. Rosenblatt, who was a physiologist, randomly interconnected the perceptrons and used trial and error to randomly change the weights in order to achieve "learning." Ironically, McCulloch and Pitts' neuron is a much better model for the electrochemical process that goes on inside the neuron than the perceptron, which is the basis for the modern day field of neural networks (Anderson and Rosenfeld, 1987) [3].

The electrochemical process of a neuron works like a voltage-to-frequency translator (Anderson and Rosenfeld, 1987) [3]. The inputs to the neuron cause a chemical reaction such that, when the chemicals build to a certain threshold, the neuron discharges. As higher inputs come into the neuron, the neuron then fires at a higher frequency, but the magnitude of the output from the neuron is the same. Figure 1.2 is a model of a neuron. A visual comparison of Figures 1.1 and 1.2 shows the origins of the idea of the perceptron can be traced back to the neuron. Externally, a perceptron seems to resemble the neuron with multiple inputs and a single output. However, this similarity does not really begin to model the complex electrochemical processes that actually go on inside a neuron. The perceptron is a very simple mathematical representation of the neuron.
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Figure 1.1. The Perceptron
Selfridge (1958) [4] brought the idea of the weight space to the perceptron. Rosenblatt adjusted the weights in a trial-and-error method. Selfridge adjusted the weights by randomly choosing a direction vector. If the performance did not improve, the weights were returned to their previous values, and a new random direction vector was chosen. Selfridge referred to this process as climbing the mountain, as seen in Figure 1.3. Today, it is referred to as descending on the gradient because, generally, error squared, or the energy, is being minimized.
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Figure 1.2. The Neuron
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Figure 1.3. Climbing the Mountain
Widrow and Hoff (1960) [5] developed a mathematical method for adapting the weights. Assuming that a desired response existed, a gradient search method was implemented, which was based on minimizing the error squared. This algorithm would later become known as LMS, or Least Mean Squares. LMS, and its variations, has been used extensively in a variety of applications, especially in the last few years. This gradient search method provided a mathematical method for finding an answer that minimized the error. The learning process was not a trial-and-error process. Although the computational time decreased with Selfridge's work, the LMS method decreased the amount of computational time even more, which made use of perceptrons feasible.

At the height of neural network or perceptron research in the 1960's, the newspapers were full of articles promising robots that could think. It seemed that perceptrons could solve any problem. One book, Perceptrons (Minsky and Papert, 1969) [6], brought the research to an abrupt halt. The book points out that perceptrons could only solve linearly separable problems. A perceptron is a single node. Perceptrons shows that in order to solve an n-separable problem, n-1 nodes are needed. A perceptron could then only solve a 2-separable problem, or a linearly separable problem.

After Perceptrons was published, research into neural networks went unfunded, and would remain so, until a method was developed to solve n-separable problems. Werbos (1974) [7] was first to develop the back propagation algorithm.

It was then independently rediscovered by Parker (1985) [8] and by Rumelhart and McClelland (1986) [9], simultaneously. Back propagation is a generalization of the Widrow-Hoff LMS algorithm and allowed perceptrons to be trained in a multilayer configuration, thus a n-1 node neural network could be constructed and trained. The weights are adjusted based on the error between the output and some known desired output. As the name suggests, the weights are adjusted backwards through the neural network, starting with the output layer and working through each hidden layer until the input layer is reached. The back propagation algorithm changes the schematic of the perceptron by using a sigmoidal function as the squashing function. Earlier versions of the perceptron used a signum function. The advantage of the sigmoidal function over the signum function is that the sigmoidal function is differentiable. This permits the back propagation algorithm to transfer the gradient information through the nonlinear squashing function, allowing the neural network to converge to a local minimum. Neurocomputing: Foundations of Research (Anderson and Rosenfeld, 1987) [3] is an excellent source of the work that was done before 1986. It is a collection of papers and gives an interesting overview of the events in the field of neural networks before 1986.

Although the golden age of neural network research ended 25 years ago, the discovery of back propagation has reenergized the research being done in this area. The feed-forward neural network is the interconnection of perceptrons and is used by the vast majority of the papers reviewed. 
1.5 What are Artificial Neural Networks?

Artificial Neural Networks are relatively crude electronic models based on the neural structure of the brain. The brain basically learns from experience. It is natural proof that some problems that are beyond the scope of current computers are indeed solvable by small energy efficient packages.

This brain modeling also promises a less technical way to develop machine solutions. This new approach to computing also provides a more graceful degradation during system overload than its more traditional counterparts.

These biologically inspired methods of computing are thought to be the next major advancement in the computing industry. Even simple animal brains are capable of functions that are currently impossible for computers.

Computers do rote things well, like keeping ledgers or performing complex math. But computers have trouble recognizing even simple patterns much less generalizing those patterns of the past into actions of the future.

Now, advances in biological research promise an initial understanding of the natural thinking mechanism. This research shows that brains store information as patterns. Some of these patterns are very complicated and allow us the ability to recognize individual faces from many different angles.

This process of storing information as patterns, utilizing those patterns, and then solving problems encompasses a new field in computing. This field, as mentioned before, does not utilize traditional programming but involves the creation of massively parallel networks and the training of those networks to solve specific problems. This field also utilizes words very different from traditional computing, words like behave, react, self-organize, learn, generalize, and forget.

1.5.1 Analogy to the Brain

The exact workings of the human brain are still a mystery. Yet, some aspects of this amazing processor are known. In particular, the most basic element of the human brain is a specific type of cell which, unlike the rest of the body, doesn't appear to regenerate. Because this type of cell is the only part of the body that isn't slowly replaced, it is assumed that these cells are what provide us with our abilities to remember, think, and apply previous experiences to our every action. These cells, all 100 billion of them, are known as neurons. Each of these neurons can connect with up to 200,000 other neurons, although 1,000 to 10,000 are typical.

The power of the human mind comes from the sheer numbers of these basic components and the multiple connections between them. It also comes from genetic programming and learning.

The individual neurons are complicated. They have a myriad of parts, sub-systems, and control mechanisms. They convey information via a host of electrochemical pathways. There are over one hundred different classes of neurons, depending on the classification method used. Together these neurons and their connections form a process which is not binary, not stable, and not synchronous. In short, it is nothing like the currently available electronic computers, or even artificial neural networks.

These artificial neural networks try to replicate only the most basic elements of this complicated, versatile, and powerful organism. They do it in a primitive way. But for the software engineer who is trying to solve problems, neural computing was never about replicating human brains. It is about machines and a new way to solve problems.

1.5.2 Artificial Neurons and How They Work
The fundamental processing element of a neural network is a neuron. This building block of human awareness encompasses a few general capabilities. Basically, a biological neuron receives inputs from other sources, combines them in some way, performs a generally nonlinear operation on the result, and then outputs the final result. Figure 1.4 shows the relationship of these four parts.
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Figure 1.4. A Simple Neuron.

Within humans there are many variations on this basic type of neuron, further complicating man's attempts at electrically replicating the process of thinking. Yet, all natural neurons have the same four basic components.

These components are known by their biological names - dendrites, soma, axon, and synapses. Dendrites are hair-like extensions of the soma which act like input channels. These input channels receive their input through the synapses of other neurons. The soma then processes these incoming signals over time. The soma then turns that processed value into an output which is sent out to other neurons through the axon and the synapses.

Recent experimental data has provided further evidence that biological neurons are structurally more complex than the simplistic explanation above.

They are significantly more complex than the existing artificial neurons that are built into today's artificial neural networks. As biology provides a better understanding of neurons, and as technology advances, network designers can continue to improve their systems by building upon man's understanding of the biological brain.

But currently, the goal of artificial neural networks is not the grandiose recreation of the brain. On the contrary, neural network researchers are seeking an understanding of nature's capabilities for which people can engineer solutions to problems that have not been solved by traditional computing.

To do this, the basic units of neural networks, the artificial neurons, simulate the four basic functions of natural neurons. Figure 1.5 shows a fundamental representation of an artificial neuron.
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Figure 1.5. A Basic Artificial Neuron.
In Figure 1.5, various inputs to the network are represented by the mathematical symbol, x(n). Each of these inputs is multiplied by a connection weight. These weights are represented by w(n). In the simplest case, these products are simply summed, fed through a transfer function to generate a result, and then output. This process lends itself to physical implementation on a large scale in a small package. This electronic implementation is still possible with other network structures which utilize different summing functions as well as different transfer functions.

Some applications require "black and white," or binary, answers. These applications include the recognition of text, the identification of speech, and the image deciphering of scenes. These applications are required to turn realworld inputs into discrete values. These potential values are limited to some known set, like the ASCII characters or the most common 50,000 English words. Because of this limitation of output options, these applications don't always utilize networks composed of neurons that simply sum up, and thereby smooth, inputs. These networks may utilize the binary properties of ORing and ANDing of inputs. These functions, and many others, can be built into the summation and transfer functions of a network.

Other networks work on problems where the resolutions are not just one of several known values. These networks need to be capable of an infinite number of responses. Applications of this type include the "intelligence" behind robotic movements. This "intelligence" processes inputs and then creates outputs which actually cause some device to move.

That movement can span an infinite number of very precise motions. These networks do indeed want to smooth their input which, due to limitations of sensors, comes in non-continuous bursts, say thirty times a second. To do that, they might accept these inputs, sum that data, and then produce an output by, for example, applying a hyperbolic tangent as a transfer functions. In this manner, output values from the network are continuous and satisfy more real world interfaces.

Other applications might simply sum and compare to a threshold, thereby producing one of two possible outputs, a zero or a one. Other functions scale the outputs to match the application, such as the values minus one and one. Some functions even integrate the input data over time, creating time-dependent networks.

1.6 Why Are Neural Networks Important?
Neural networks are responsible for the basic functions of our nervous system. They determine how we behave as an individual. Our emotions experienced as fear, anger, and what we enjoy in life come from neural networks in the brain. Even our ability to think and store memories depends on neural networks. Neural networks in the brain and spinal cord program all our movements including how fast we can type on a computer keyboard to how well we play sports. Our ability to see or hear is disturbed if something happens to the neural networks for vision or hearing in the brain. 
Neural networks also control important functions of our bodies. Keeping a constant body temperature and blood pressure are examples where neural networks operate automatically to make our bodies work without us knowing what the networks are doing. These are called autonomic functions of neural networks because they are automatic and occur continuously without us being aware of them.
1.7 How Neural Networks Differ from Traditional Computing and Expert Systems
Neural networks offer a different way to analyze data, and to recognize patterns within that data, than traditional computing methods. However, they are not a solution for all computing problems. Traditional computing methods work well for problems that can be well characterized. Balancing checkbooks, keeping ledgers, and keeping tabs of inventory are well defined and do not require the special characteristics of neural networks. Table 1.1 identifies the basic differences between the two computing approaches.

Traditional computers are ideal for many applications. They can process data, track inventories, network results, and protect equipment. These applications do not need the special characteristics of neural networks.

Expert systems are an extension of traditional computing and are sometimes called the fifth generation of computing. (First generation computing used switches and wires. The second generation occurred because of the development of the transistor. The third generation involved solid-state technology, the use of integrated circuits, and higher level languages like COBOL, FORTRAN, and "C". End user tools, "code generators," are known as the fourth generation.) The fifth generation involves artificial intelligence.

Table 1.1. Comparison of Computing Approaches.

	CHARACTERISTICS 
	TRADITIONAL COMPUTING(including Expert Systems)
	ARTIFICIAL NEURAL NETWORKS

	Processing style
	 Sequential 
	Parallel

	Functions
	Logically (left brained) via 
  Rules 
  Concepts 
  Calculations 
	Gestault (right brained) via

  Images

  Pictures 
  Controls

	Learning Method 
	by rules (didactically) 
	by example(Socratically)

	Applications 
	Accounting, word processing, math, inventory, digital communications
	Sensor processing, 

speech recognition, 

pattern recognition, 
text recognition


Typically, an expert system consists of two parts, an inference engine and a knowledge base. The inference engine is generic. It handles the user interface, external files, program access, and scheduling. The knowledge base contains the information that is specific to a particular problem. This knowledge base allows an expert to define the rules which govern a process.

This expert does not have to understand traditional programming. That person simply has to understand both what he wants a computer to do and how the mechanism of the expert system shell works. It is this shell, part of the inference engine that actually tells the computer how to implement the expert's desires. This implementation occurs by the expert system generating the computer's programming itself, it does that through "programming" of its own. This programming is needed to establish the rules for a particular application. This method of establishing rules is also complex and does require a detail oriented person.

Efforts to make expert systems general have run into a number of problems. As the complexity of the system increases, the system simply demands too much computing resources and becomes too slow. Expert systems have been found to be feasible only when narrowly confined.

Artificial neural networks offer a completely different approach to problem solving and they are sometimes called the sixth generation of computing. They try to provide a tool that both programs itself and learns on its own. Neural networks are structured to provide the capability to solve problems without the benefits of an expert and without the need of programming. They can seek patterns in data that no one knows are there.

A comparison of artificial intelligence's expert systems and neural networks is contained in Table 1.2.

Table 1.2 Comparisons of Expert Systems and Neural Networks.
	Characteristics 
	Von Neumann Architecture Used for Expert Systems
	Artificial Neural Networks

	Processors 
	VLSI (traditional processors)
	Artificial Neural Networks; variety of technologies; hardware development is on going

	Memory 
	Separate 
	The same

	Processing Approach 
	Processes problem one rule at a time; sequential
	Multiple, simultaneously

	Connections 
	Externally programmable
	Dynamically self programming

	Self learning 
	Only algorithmic parameters modified
	Continuously adaptable

	Fault tolerance 
	None without special processors
	Significant in the very nature of the interconnected neurons

	Use of Neurobiology in design
	None 
	Moderate

	Programming 
	Through a rule based shell; complicated
	Self-programming; but network must be properly set up

	Ability to be fast 
	Requires big processors 
	Requires multiple custom-built chips


Expert systems have enjoyed significant successes. However, artificial intelligence has encountered problems in areas such as vision, continuous speech recognition and synthesis, and machine learning. Artificial intelligence also is hostage to the speed of the processor that it runs on. Ultimately, it is restricted to the theoretical limit of a single processor. Artificial intelligence is also burdened by the fact that experts don't always speak in rules.

Yet, despite the advantages of neural networks over both expert systems and more traditional computing in these specific areas, neural nets are not complete solutions. They offer a capability that is not ironclad, such as a debugged accounting system. They learn, and as such, they do continue to make "mistakes." Furthermore, even when a network has been developed, there is no way to ensure that the network is the optimal network.

Neural systems do exact their own demands. They do require their implementor to meet a number of conditions. These conditions include:

· A data set which includes the information which can characterize the problem.

· An adequately sized data set to both train and test the network.

· An understanding of the basic nature of the problem to be solved so that basic first-cut decision on creating the network can be made. These decisions include the activization and transfer functions, and the learning methods.

· An understanding of the development tools.

· Adequate processing power (some applications demand real-time processing that exceeds what is available in the standard, sequential processing hardware. The development of hardware is the key to the future of neural networks).

Once these conditions are met, neural networks offer the opportunity of solving problems in an arena where traditional processors lack both the processing power and a step-by-step methodology. A number of very complicated problems cannot be solved in the traditional computing environments. For example, speech is something that all people can easily parse and understand. A person can understand a southern drawl, a Bronx accent, and the slurred words of a baby. Without the massively paralleled processing power of a neural network, this process is virtually impossible for a computer. Image recognition is another task that a human can easily do but which stymies even the biggest of computers. A person can recognize a plane as it turns, flies overhead, and disappears into a dot. A traditional computer might try to compare the changing images to a number of very different stored patterns.

This new way of computing requires skills beyond traditional computing. It is a natural evolution. Initially, computing was only hardware and engineers made it work. Then, there were software specialists - programmers, systems engineers, data base specialists, and designers. Now, there are also neural architects. This new professional needs to be skilled different than this predecessors of the past. For instance, he will need to know statistics in order to choose and evaluate training and testing situations. This skill of making neural networks work is one that will stress the logical thinking of current software engineers.

In summary, neural networks offer a unique way to solve some problems while making their own demands. The biggest demand is that the process is not simply logic. It involves an empirical skill, an intuitive feel as to how a network might be created.

1.8 Who Should Know About Neural Networks?
Workers in areas dealing with people’s health must understand neural networks. Doctors and nurses must understand them in order to take care of their patients. Paramedics (firefighters and ambulance teams) need the knowledge to make quick decisions for saving the lives of accident victims. Doctor’s assistants in many different areas of special medical treatment use their understanding of the nervous system to do their jobs. Scientists must know what is already known in order to design studies that will produce new knowledge of how the nervous system works and new ways to treat diseases of the nervous system. Finally, it is important for each of us to understand how our own bodies work.

1.9 Neural Networks and Their Use
Neural networks are computing devices that are loosely based on the operation of the brain. A neural network consists of a large number of simple processing units (or “neurons”), massively interconnected and operating in parallel. In the brain's neocortex, there are about 10 billion neurons, each of which communicates with roughly 10 thousand others. Far more modest, a typical artificial neural network might have several hundred processing units and several thousands of interconnections.

The field of neural networks has experienced rapid growth in recent years and is now enjoying an explosion of notoriety. The interest in neural networks stems from the claim that they can learn to perform a task based on examples of appropriate behavior. That is, rather than being programmed to perform a task, like an ordinary computer, the neural network can program itself based on examples provided by a teacher. Neural networks have been widely applied to pattern recognition problems, including speech and printed character recognition, medical diagnosis, robotic control, and economic forecasting. 

The idea of a neural network has broad intuitive appeal -- a computer built like the brain. In reality, there is nothing magical about neural networks. At a formal level, neural networks are primarily a set of tools and statistical techniques for nonlinear regression.

Many of these techniques have been around for a long time under different names and in different fields, but the field of neural networks has helped to unify them. Most importantly, these techniques had not previously been applied to problems in artificial intelligence, machine learning, and adaptive control.

First generation products developed by Sensory used neural networks for sound classification. A spoken word is given as input, and the network's task is to classify the sound as one of the possible words within a set of words. The network is trained by a supervised learning paradigm: it is provided with a set of examples of categorized sounds, and the connection strengths between units are adjusted to produce the appropriate category response to each of the training examples. If the network has learned well, it will then be able to generalize -- i.e., correctly classify new examples of the words. (Sensory’s current generation of products use two other training paradigms: unsupervised and reinforcement-based methods. Unsupervised methods discover regularities in the environment; reinforcement-based methods involve learning from rewards and punishment.)

The art of neural network design involves specifying three key elements: the neural network architecture, the input and output representations, and the training method. The architecture defines the connectivity of the processing units and their dynamics – how one unit affects the activity of another. The input and output representations encode the information (e.g., words, patterns) fed into and read from the net in terms of a pattern of neural activity (numerical vectors). The training method specifies how the connection strengths in the network are determined from the data; the method includes techniques for comparing alternative models and for verifying the quality of the resulting network.

The success or failure of the neural network is deeply rooted in the appropriate selection of the above elements. Commercial software that simulates a neural network is unlikely to provide the optimum solution; an experienced practitioner is required to tailor the three key elements to the application domain. For example, in our research, an off-the-shelf neural network tested on a spoken digit recognition problem correctly recognizes only 80% of words across speakers. Using Sensory's neural network architecture, I/O representations, and training methods, performance jumps to over 95% correct recognition. Performance further increases to over 99% correct with the application of additional proprietary techniques developed by Sensory.

The details of the Sensory neural network speech recognizer are company trade secrets and are the subject of patent applications. They involve preprocessing of the raw acoustic signal into a rate and distortion-independent representation that is fed into the neural network. The neural network is structured to perform nonlinear Bayesian classification. Because of an explicit probabilistic model in the network, prior class probabilities can be incorporated and the network outputs can be interpreted as a probability distribution over classes. The training procedure explores the space of neural network models as well as weighting coefficients; cross-validation techniques are used for model selection. Training data consists of a large corpus of 300-600 voice samples representative of potential application users.
1.10 Where are Neural Networks being used?

Neural networks are being used in numerous applications in business and industry. Because neural networks can identify complex patterns and trends, known as pattern recognition, in data, they are useful in applications for data mining, classification, forecasting and prediction. The neural network can sort through an extensive amount of data performing the function much as a human would if the human were able to analyze the same amount of information in a short time.

Data mining involves processing massive amounts of information to identify key factors and trends. This information can then be used to improve managerial decision-making. As is described in our textbook, Bank of America uses data mining software to develop strategies for cultivating the most profitable customers. Customers who were likely to purchase a high margin lending product were identified by examining Bank of America’s database. On the order of three hundred data points for each customer in the database were examined and neural networks identified those customers who would be interested in this type of loan. Another example of data mining is in the field of marketing. Neural networks are used to identify consumer profiles based on web-surfing histories, to enhance targeted marketing.

An example of the use of neural networks for classification is in computer aided diagnosis (CAD) in mammography for detection of breast cancer. The goal of CAD is to assist the radiologist in the screening process to provide the most accurate diagnosis for the least investment of the professional’s time. Microcalcifications are seen as small bright spots in mammograms. They are clinically relevant and differ from other normal structures when they appear in specific types of clusters or patterns. The digitized image is processed to reveal microcalcifications. The neural network is then employed to review the patterns of microcalcifications to identify potential breast cancer. Other areas in which neural networks can be used for classification are signature verification, loan risk evaluation, voice recognition, and property valuation.

Neural networks are also being used in forecasting and prediction. One example of the use for prediction is in emergency room triage. Based on pattern recognition the neural network can prioritize the patients for the most efficient utilization of resources. Another area in which neural networks can be used for forecasting is in investment analysis. Based on analysis of historical patterns the neural network can predict the movement of securities in the market. Other areas in which neural networks are used for forecasting and prediction include economic indicators, crop forecasts, weather forecasts, future sales levels and even the outcome of sporting events such as horse racing and baseball.

Organizations today are faced with increasing amounts of data. Neural networks provide an expedient and powerful solution for analyzing the data to assist in decision making.

1.11 The Future of Artificial Neural Networks

There is no doubt that neural networks are here to stay. There has been an intense amount of interest in them during recent years and as technology advances they will only become more valuable tools. There are a number of potential avenues that have, as yet, remain untapped, that will help to bring this technology to the forefront.

The first of these is the development of hardware acceleration for neural circuitry. It has been shown time and time again that when a technology begins to be supported by dedicated hardware that advances come in leaps and bounds. At present much of the work undertaken is done via software simulation, which obviously places severe restrictions upon performance.

Clearly the problem domain is going to dictate the speeds of execution needed, with only the most demanding (e.g. real-time) requiring dedicated hardware support. Still there is going to be a great demand for this technology and as such many semiconductor companies are now developing VLSI chips with neural applications in mind. Many of these chips are designed with end user programming abilities (FPGA), which permits designs to be rapidly tested at a low cost.

There are a great many areas of application that will demand the highest levels of performance and therefore hardware acceleration. For example military applications require rugged and reliable systems that are capable of high performance in difficult conditions. The prospect of devices that can adapt to rapidly changing and adverse environments is a very attractive one. Medical, communications and control applications can all benefit from the increased performance afforded by hardware implementations Examples include the ‘Electronic Nose’, the diagnosis of heart defects from ECG traces and the filtering of EMG signals in order to operate actuators.

Some people argue that the gains in performance from hardware implementations are not so important because of the rapidly increasing power of standard processors. They argue that simulations will be just as fast within a year or two. This may well be true, but what must be remembered is that the technological advances that have led to the speed increases in conventional processors can also be applied to neural chips. Things in the computer world never stand still.
One of the next steps in the development of this technology is to produce machines capable of higher levels of cognition. At present neural systems have no real claim to any such abilities; the best that they can claim is to be on a par with our own pre-attentive processing.

There is a great desire for fully autonomous intelligent systems as there are many real applications just waiting for the right technology to come along. A good example of this planetary exploration which at present relies on remotely controlled devices. If you were able to land a probe on to a planets surface, with the task of surveying as much of the surrounding area as possible, without the need of explicit instruction or control, much more could be achieved than is currently possible.

There are many ways to try and attack this very complex problem, the first of which is to build neural models of particular brain centres without to much regard to the underlying neural structure. The models can then be tested against various behavioral paradigms like operant conditioning or classical conditioning. This technique is growing in its popularity with many neurophysiologists. An alternative approach is to attempt to replicate as much of the neural substructure’s complexity as possible. The problem with this approach is that you very rapidly run out of available processing power.

It is the modeling of particular brain centres that has been used in a European research project PSYCHE. This project attempts to relate results from non-invasive instruments (EEG and MEG) which measure the average neural activity over tens of thousands of neurons during information processing activities. The plan is to start from a simple model of average activity and then build up to a more complex one. The initial stages have simple neurons and no more than a hundred modules hard-wired together. Then more complexity and learning will be applied to the model, whilst being constantly checked against experiment results to make sure that it is on the right track. As all of this is taking place the emergence of cognitive powers will be monitored using various psychological paradigms to provide more guidance to PSYCHE’s learning.

Clearly artificial neural networks still have a long way to go before we start seeing the incredible creations of science fiction, but still they have achieved a lot in their relatively short history. They are now being used in many different areas with great success and continued research and development is going ensure that they become a more important part of our lives all the time.
1.12 Summary

In this chapter we have demonstrated a basic introduction to neural networks. Within the chapter we have explained that neural networks are groups of select neurons that are connected with one another and they are functional circuits in the brain that process information and create useful activities by sending outputs to the body. As we have discussed in the sections, neural networks have had a unique history in the realm of technology and the earliest work in neural computing goes back to the 1940's when the first neural network computing model was developed. Also we have explained the definition of artificial neural networks as computing devices that are loosely based on the operation of the brain. Also we have considered the importance of neural networks, who should know about neural networks and their use. We have also explained where neural networks are being used giving some application of there use. Last but not least we have discussed the future of neural networks considering that there is a great deal of researches is going on in neural networks worldwide.
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